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ABSTRACT

The work is devoted to the study of the quality of multistep forecasting of time series using the electricity consumption data for 

forecasting. Five models of multistep forecasting have been implemented, with their subsequent training and evaluation of the results 

obtained. The dataset is an upgraded minute-by-minute measurement of four years of electricity consumption. The dataset has been 

divided into training, validation, and test samples for training and testing models. The implementation is simplified by using the 

Tensor Flow machine learning library, which allows us to conveniently process and present data; build and train neural networks. 

The Tensor Flow functionality also provides standard metrics used to assess the accuracy of time series forecasting, which made it 

possible to evaluate the obtained models for forecasting the time series of electricity consumption and highlight the best of those 

considered according to the given indicators. The models are built in such a way that they can be used in studies of the quality of time 

series forecasting in various areas of human life. The problem of multistep forecasting for twenty four hours ahead, considered in the 

paper, has not yet been solved for estimating electricity consumption. The obtained forecasting accuracy is comparable to recently 

published methods for estimating electricity consumption used in other conditions. At the same time, the forecasting accuracy of the 

constructed models has been improved in comparison with other methods. 
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INTRODUCTION 

The term “time series” is understood to mean 

the sequence of data points that appear successive 

over a period of time. Time series analysis combines 

methods for studying time series, both allowing to 

understand the patterns common to data sets, and 

trying to build a forecast [1]. 

Time series modeling is widely used and 

proposed in various areas of improving the accuracy 

and efficiency of forecasting [2]. Forecasting is one 

of the goals of time series analysis by identifying a 

model based on previous data and assuming that 

current information will also come in the future. 

Time series forecasting includes building a 

model to predict future values based on known past 

values and predict future data before it is available.  

The development of forecasting methods is 

determined by the degree of mathematical 

description of the processes taking place in various 

branches of science and technology, having in mind 

mathematical achievements, technical limitations, 

the quality and volume of data sampling and 

resource constraints, including time ones [3]. 
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Improving the accuracy of time series forecasting is 

an important but often challenging task. An effective 

way to improve forecasting accuracy can be to 

explore and use multiple models. At present, there is 

a growing need not only to improve the accuracy of 

modeling, but also to create qualitatively new 

models that take into account the nonlinear behavior 

of the observed research processes. Methods and 

tools for studying time series are rapidly 

progressing. Among modern tools, the Tensor Flow 

machine learning library can be noted [4]. 

It is recommended to take into account the 

features of the considered time series when 

forecasting. At the same time, one should not forget 

about the various types of forecasting. This can be 

either one-dimensional or multivariate forecasting, 

or multistep time series forecasting. 

Forecasting can be applied to such time series as 

electricity consumption and prices, sales in retail 

chains, freight and passenger traffic, as well as to 

forecast road traffic (namely traffic jams) and 

market prices. 

LITERATURE REVIEW 

Until recently, statistical methods remained the 

main methods of time series forecasting. However,  
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the mathematical models associated with these 

methods are usually linear, and therefore they cannot 

predict complex phenomena and processes in which 

the data model may be non-linear. In these cases, the 

apparatus of neural networks comes to the rescue 

[5]. Presently, there are various time series 

forecasting models: regressive and autoregressive 

models, neural network models, exponential 

smoothing models, models based on so-called 

Markov chains, classification models, etc. The most 

widely used of them are autoregressive and neural 

network models [6]. Forecasting the values of a time 

series is the task of extrapolating data, but in truth, 

neural networks are engaged in the task of 

interpolation, which significantly increases the 

reliability of the forecast [7]. The area of interval 

analysis [8] suggests that observations and estimates 

in the real world are typically incomplete or 

uncertain and therefore do not accurately represent 

real data. Interval data were also considered in the 

field of symbolic data analysis [8]. This field is 

related to multivariate analysis, pattern recognition 

and artificial intelligence, and seeks to extend 

classical exploratory data analysis and statistical 

methods to symbolic data. 

Interval (multistep) forecasting is a kind of the 

forecasting of binary outcomes [9]. Various 

approaches have been introduced for analyzing 

interval data. A number of authors have considered 

neural network models for managing ones [10, 11], 

[12]. In [13], states of sleepiness were predicted 

using a polynomial logistic regression model, in 

which physiological and behavioral parameters, as 

well as subjective assessment of sleepiness, 

corresponded to independent variables and 

dependent variable, respectively. In [14], interval 

forecasting of large and rapid changes in wind 

energy (the so-called “ramps”) was considered, since 

they can affect the reliability of the power grids. 

Energy consumption is skyrocketing all over the 

world as developing countries catch up with 

developed countries, and thus emissions of polluting 

gases into the atmosphere are higher than ever 

before. This effect will increase as the world's 

population grows and technology advances in 

today's society. In [15] the neural network is used 

for interval prediction of energy demand in 

buildings, which gives fairly accurate and reliable 

forecasts. In [16], an artificial neural network 

predicts solar energy in order to guarantee a reliable 

power supply and reduce environmental pollution 

through prediction algorithms and model 

similarities. 

Research groups in their works [17, 18] used 

convolutional neural networks (CNN) to predict 

electricity demand. Convolution neural networks 

automates the learning of features based on input 

data and does not require additional effort from the 

researcher. 

   In [19], the authors proposed a model for 

predicting the electricity consumption of buildings 

in America using the architecture of a recurrent 

neural network (RNN), especially long short-term 

memory (LSTM). In [20], an LSTM-based model is 

proposed to study patterns of electricity 

consumption both for individuals and for different 

households. Long short-term memory overcomes the 

shortcomings of recurrent neural network because 

especially long short-term memory can extract more 

information from long input data [21]. 

The choice of models in the work is due to the 

most common approaches that were used in solving 

the problem of forecasting in this particular area. 

Note that the problem of multi-step forecasting 

of time series of electricity consumption for 24 

hours ahead has not yet been considered by the 

scientific community. Therefore, the development of 

an optimal accuracy model for multi-step forecasting 

of electricity consumption for 24 hours ahead could 

be considered as an urgent task. Forecast values for 

24 hours or 1 day ahead are convenient for 

households, and can also be used to calculate the 

price of paying for electricity. 

PURPOSE AND OBJECTIVES OF THE 

RESEARCH 

The purpose of the study is to determine the 

structure of the optimal model for multistep 

forecasting of the time series of electricity 

consumption for 24 hours in advance. 

To achieve this, the following tasks were set: 

– choosing of the initial data (data set);

– preparation of the data for processing

(normalization for submission to the model); 

– creation (construction) of the architecture of

models by adding predefined layers; 

– training the models;

– evaluation of the obtained results.

DATA SET 

The data set [22] is a multivariate time series 

reflecting electricity consumption over four years. 

This set is used to compare various models for 

forecasting the time series of electricity consumption 

[23, 24]. Electricity consumption measurements 

were recorded every minute.  
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In addition to date and time, the data set 

consists of seven variables (columns): 

1) total active power (measured in kilowatts); 

2)  total reactive power (~ in kilowatts); 

3) average voltage (~ in volts); 

4) average value of current strength (~ in 

amperes); 

5) active energy consumption of the kitchen 

room (~ in watt-hours of active energy); 

6) active energy consumption of the laundry (~ 

in watt-hours of active energy), 

7) active energy consumption of climate control 

systems (~ in watt-hours of active energy). 

The statistical properties of the presented data 

set are summarized in Table 1. 

Table 1. Summary dataset statistics 

Column Count Mean Std Min Max 

     1 34589 65.4 53.7 2.8 393.6 

     2 34589 7.4 4 0 46.5 

     3 34589 14449.6 197.3 719.1 15114 

     4 34589 277.1 224.8 11.4 1703 

     5 34589 67.1 211.6    0 2902 

     6 34589 77.5 250.5    0 2786 

     7 34589 386.9 440.5    0 1293 
Source: compiled by the authors 

The dataset had been upgraded by: 

– adding the variable called “residual active 

energy consumption” (calculated by subtracting the 

sum of three defined active energies from the total 

consumed energy); 

– replacing the missing values by indications of 

the same time, but a day earlier; 

– reducing the sample from every minute 

measurements of electricity consumption to hourly 

values. 

The proposed changes to the original data set 

are necessary to “adjust” the data representation to 

the specifics of the models. It is necessary to have 

hourly values in the dataset to predict 24 hourly 

values. 

As a result, 34589 records were obtained, 

dividing into training, validation and test (70, 20 and 

10 percent, respectively) samples. 

Data normalization occurs by subtracting the 

mean value and dividing by the standard deviation 

of each feature. However, the mean and standard 

deviation are only calculated using the training data 

so that the models do not “have access” to the

validation and test sample values. 

The data set is quite large. Therefore, the time 

series obtained for the observed value of total active 

power are presented using two time intervals of a 

smaller value. Fig. 1 shows a graph of the observed 

value of total active power in the interval from 1 to 

1000 observation points. Fig. 2 shows the same 

observed value in the interval from 14750 to 15750 

observation points. 

From the presented figures, it can be seen that 

the data set has a high variability, non-linearity and 

multidirectional trends at certain intervals. All this 

limits the use of statistical methods. Fig. 3 shows the 

observed value of total reactive power in the interval 

from 1 to 1000 observation points. 

               Fig. 1. Graph of total active power in the 

                     interval 1 to 1000 
                               Source: compiled by the authors 

     Fig. 2. Graph of total active power in the 

              interval 14750 to 15750 
                   Source: compiled by the authors 

Fig.4, Fig.5 and Fig.6 present the time series of 

observed values of active energy consumption of the 

kitchen room, active energy consumption of the 

laundry and active energy consumption of climate 

control systems over the interval from 1 to 1000 

observation points. 
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Fig. 3. Graph of total reactive power in the 

interval 1 to 1000 
Source: compiled by the authors 

Fig. 4. Graph active energy consumption of the

          kitchen room in the interval 1 to 1000 
             Source: compiled by the authors 

Fig. 5. Graph of active energy consumption of the

   laundry in the interval 1 to 1000 
   Source: compiled by the authors 

Fig. 6. Graph of active energy consumption of 

climate control systems in the interval 1 to 1000 
        Source: compiled by the authors 

The pmdarima library was used to compare the 

quality of the presented models with other 

approaches. The pmdarima library works by 

generalizing all ARMA, ARIMA, SARIMAX 

models into one class. The library provides the 

auto_arima() function, which builds the best 

predictive model given the criteria. The time series 

obtained for the observed value of total active power

was divided into two sets. As a result, 34589 records 

are divided into training and test (70% and 30%, 

respectively) samples. A model for forecasting the 

values of the time series was built on the training 

sample. The best model was the ARIMA(1,1,3) 

model. This model allows us to evaluate the 

accuracy of time series forecasting for the observed 

value of total active power on the test sample. 

PREDICTION MODELS 

In the work, the models are built for interval 

forecasting of time series of electricity consumption: 

a linear model (Linear), Dense-model, convolutional 

model (Conv), long short-term memory model 

(LSTM) and autoregressive model (AR LSTM). 

These models include convolutional and recurrent 

neural networks. 

Architecture and description of models 

Each model predicts the future values of the 

total active power for 24 hours. 

1) A linear model predicts time steps based on a 

single input time step with a linear projection. The 

layers used here are: Lambda, Dense (fully 

connected) and Reshape. 

The Lambda layer is used so that arbitrary (user 

customized) expressions can be applied as a separate 

layer when building the sequential models. In this and 

other models, the layer is used to represent model 

data in the desired form; it acts as an input one. 
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Fully connected or Dense layer. The neurons of 

this layer are connected to every neuron of the 

previous layer. That is, the Dense layer receives 

information from all nodes of the previous one. 

The Reshape layer reshapes the input data into a 

given shape (24 metrics). 

2) The Dense model can be considered an 

improvement on the previous model by adding 

another Dense layer with a relu activation function 

between the Lambda and Dense layers. 

The added Dense layer consists of units of 

neurons (512) connected by synapses to the elements 

of the input tensor by its last index. 

The Dense layer implements the operation:  

     output = activation(dot(input, kernel) + bias), (1) 

where activation – is the element-wise activation 

function passed as the activation argument; 
dot – matrix product; 

input – input vector; 

kernel –the weight matrix created by the layer 

bias – the bias vector created by the layer 

(applicable only if the boolean value of the use_bias 

parameter is True). 

The three most common activation functions 

are sigmoid (or sig), hyperbolic tangent (tanh) and a 

variant of ramp function called the Rectifying Linear 

Unit (ReLU) [25]. 

ReLU (“relu” further) was chosen because such 

a function is a good approximator. Also, relu is less 

computationally demanding than hyperbolic tangent 

or sigmoid, as it performs simpler mathematical 

operations.  

This function return 0 if it takes a negative 

argument, in the case of a positive argument, the 

function returns the number itself: 

                          f(x) = max(0, x).                            (2) 

It should be noted that relu is also used to create 

deep neural networks (including CNNs). 

3) Convolutional model (Conv) makes 

predictions based on fixed width history. The layers 

applied here are: Lambda, Conv1d (activation 

function: relu), Dense, Reshape. 

The Conv1d convolution layer is the main 

building block of a CNN (Fig.7), which creates a 

kernel (1x3) that is convolved with the input of the 

layer in a single spatial (or temporal) dimension to 

obtain a tensor of the original data (summing the 

results of the element-wise product for each 

fragment). 

In Conv1d, the kernel slides along one 

dimension. The weights of the convolution kernel 

(small matrix) are unknown and supposed to be 

setting during the training. 

           Fig. 7. Operation of a one-dimensional

                  convolution layerа 
                        Source: [26] 

The Conv1d layer is used as it can identify 

simple patterns in the data well and then use those 

simple patterns to create more complex ones. This 

helps to extract features of interest more efficiently 

from shorter (fixed length or kernel size) chunks in 

the overall dataset. 

4) The next model is a kind of architecture of 

recurrent neural networks – LSTM model. 

  The LSTM model accumulates 24 hours of 

internal state before making one prediction for the 

next 24 hours. Layers: LSTM (long short-term 

memory layer), Dense, Reshape. The LSTM layer 

architecture is shown in Fig. 8. 

Fig. 8.  Long short-term memory model  

      layer architecture 
                                   Source: [27] 

The LSTM layer “learns” long-term 

relationships between time steps in a time series and 

sequence data.  

The layer can be described as follows: 

)bhUxW(f f1tftfgt  

)bhUxW(i i1titigt  

)bhUxW(o o1totogt  

)bhUxW(icfc c1tctcct1ttt   

)c(oh thtt  , 

(3) 
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where tx is the input vector; th is the output vector 

( 0h0  ); tc is the state vector ( 0c0  ); b,U,W are 

the parameter matrices; tf is the forgetting gate 

vector, the weight of remembering old informationе; 

ti is the input gate vector, the weight of obtaining 

new information; to is the output gate vector, a 

candidate for the output; g is the activation 

function based on the sigmoid; c , h are the 

activation functions based on hyperbolic tangent; 

 is the Hadamard product. 

5) An autoregressive model (AR LSTM) has 

the same basic form as an LSTM: an LSTM layer 

followed by a Dense layer. The difference is that the 

LSTM belongs to the LSTMCell class, and so it is 

“wrapped” in a top-level RNN-class layer that 

manages state and sequence results. 

An autoregressive model is a time series model 

in which the values of a time series at a given 

moment linearly depend on the previous values of 

the same series. That is, a time series model is used 

in which its current value linearly depends on the 

previous (retrospective) values of the same series. A 

linear relationship means that the current value is 

equal to the weighted sum of several previous values 

in the series. 

The LSTMCell is a cell class for the LSTM 

layer. This class processes one step in the entire time 

sequence input, while LSTM processed the entire 

sequence at a time. 

The RNN is a base class for repeating layers, 

which takes as a parameter a cell instance or a list of 

cell instances; as well as the boolean value 

return_state = True, which indicates that the input 

sequence is processed in reverse order and the 

reverse sequence is returned. 

As a cell, the layer accepts the cell class for the 

LSTM layer – LSTMCell, which indicates the 

dimension of the output space, units = 24. In this 

case, the activation function to use is specified by 

default: hyperbolic tangent. The activation function 

for the repeated step is sigmoid. In this case, the 

fraction of units that must be discarded for the linear 

transformation of the recurrent state is zero, that is, it 

is not used. 

COMPILING AND TRAINING MODELS 

Of importance for the implementation of classes 

and functions is the use of TensorFlow. TensorFlow 

is an open-source machine learning software library 

that allows a user to conveniently process and feed 

data; build and train neural networks [28]. Criteria 

for choosing this library: the Tensor Flow library 

today is one of the standard tools for working with 

artificial neural networks. 

In the models, the data is divided into three 

sets: training, validation, and delayed (test) 

samplings. 

The training data is used to train the model, the 

validation data is used to find the best model 

architecture, and the delayed one is reserved for the 

final evaluation of the model. That is, the first two 

are involved in network training: the training set is 

used to optimize the model weights, and the 

validation set provides metrics after each training 

epoch (iteration) that help evaluate the quality of 

model training. The test set is needed to compare 

classification accuracy among different models. 

Thus, test data is still useful in determining how well 

a model will generalize what it has learned to new 

data [11]. 

Before compiling the model, it is necessary to 

determine the optimizer, that is, on a specific 

algorithm that updates the weights in the process of 

training the model. 

The Stochastic Gradient Descent (SGD) 

algorithm involves updating the neural network 

weights using a single training sample at each step. 

SGD does not perform “excessive” calculations, 

since, unlike the classical gradient descent, the 

algorithm's error function is calculated not over the 

entire training set, but only over one example. 

However, due to the fact that at each step of the 

SGD the calculation of the gradient (the largest 

increase in some value) is based on different 

examples of the original data set, updating the 

weight coefficients is accompanied by frequent 

fluctuations in the objective function. One of the 

possible solutions to this problem is the dynamic 

modification of the learning rate, implemented in a 

group of adaptive optimization algorithms, including 

RMSProp and Adam [29]. 

The root-mean-square propagation (RMSProp) 

learning rate is configurable for each parameter. 

RMSProp has shown excellent adaptation of the 

learning rate across applications. 

Adam or the adaptive moment estimation 

method is an “upgrade” of the RMSProp optimizer. 

The weight update rule for Adam is determined 

based on the use of estimates of two different 

moments, in the first of which the values of partial 

derivatives calculated earlier are used (as in the 

method of moments), and in the second their squares 

(as in RMSProp). 

It can be concluded that the Adam method is 

sufficiently resistant to the choice of hyperparameter 

values. In this regard, it would be most appropriate 
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to choose Adam as an optimizer, given its 

advantages over SGD and RMSProp and the use of 

their best characteristics. 

As an objective function, an estimate of the 

root-mean-square error was chosen, which averages 

the sum of the squared differences between the 

predicted and true values: 

                        




n

1i

2
ii )Y(

n

1
MSE  ,                 (4) 

where  n – is the number of forecasts; 

i – is the і -th forecast; 

iY – is the i -th observed value. 

The objective function is used to calculate the 

errors between the actual and received values. If the 

forecast is very different from the true value, then 

squaring makes the difference even more significant 

and visible. 

Models were trained with the following 

parameters set: series size is 32, the number of 

epochs is 50. For compilation, Adam was chosen as 

an optimizer (the parameters are presented in Table 

2) the objective function is MeanSquaredError 

(MSE). 

Table 2. Parameters of Adam optimizer 

Parameter Value 

Learning rate 0.001 

Biased moment estimation 

update factors 

0.9; 0.999 

Gradient interval 0.5 

Learning rate reduction factor 0 
Source: compiled by the authors  

RESULTS EVALUATION 

The TensorFlow functionality also provides 

different model evaluation metrics. Mean absolute 

error (MAE) and root-mean-square deviation 

(RMSE) were chosen as the metrics for evaluating 

the obtained models. 

MAE measures the average sum of the absolute 

difference between the actual value and the 

predicted value: 

                     




n

1t

tt pror
n

1
MAE ,                    (5) 

where tor is the actual normalized value; tpr is the 

predicted normalized value. 

RMSE root-square of MSE: 

                          MSERMSE  .                         (6) 

First of all, the problem of determining the best 

structure in all models is solved. For this, models 

were trained for multistep prediction of the values of 

the total active power with the input of one variable 

(total active power). The results of the metrics are 

shown in Fig. 9 and Fig. 10. 

It can be seen from the obtained diagrams that 

the LSTM and AR LSTM models, both for MAE 

and RMSE, showed a good result in predicting the 

time series of electricity consumption on this data 

set. The LSTM model has the best performance 

among the other considered models on the test 

sample. 

Additionally, the models were trained with 

input: 

– 3 variables (total active power, total reactive 

power and average current value); 

– 7 variables (average voltage is not fed to the 

model); 

– 8 variables. 

      Fig. 9. Indicators of the mean absolute 

             error of models 
                    Source: compiled by the authors 

        Fig. 10. Indicators of the root-mean-square

              deviation of models 
                   Source: compiled by the authors 

The results are presented in Table 3 as test 

sample metrics. 
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Table 3. Indicators of model metrics on the test sample 

Number of 

variables to 

be fed 

Metric Model 

Linear Dense Conv LSTM AR LSTM 

1 MAE 0.6308 0.6366    0.6214    0.4739    0.5042    

RMSE 0.7638    0.7707    0.7505    0.6427    0.6524    

3 MAE 0.6327    0.6319    0.6086    0.5288    0.5244    

RMSE 0.8094    0.8065    0.7878    0.7253    0.7254    

7 MAE 0.5647    0.5455    0.5271    0.4824    0.4717    

RMSE 0.7883    0.7758    0.7608    0.7182    0.7308    

8 MAE 0.5689 0.5557    0.5315    0.4850    0.4899    

RMSE 0.7904    0.7824    0.7656    0.7152    0.7259    
Source: compiled by the authors 

From the analysis of Table 3, we can conclude 

that when using the RMSE metric, the best results 

were shown by the LSTM model from one input 

variable (0.6427). The features of this model make it 

possible to better take into account the initial data 

compared to other models under consideration. With 

an increase in the number of submitted variables, the 

results did not change for the better.  

When using the MAE metric, the smallest 

indicator (0.4717) was obtained for the AR LSTM 

model when seven variables were fed to the input of 

the model. 

We also note that although similar tasks of 

multistep forecasting of the time series of electricity 

consumption for 24 hours in advance have not yet 

been solved by the scientific community, these 

errors are comparable to the errors obtained in 

[23, 24].  

To compare the accuracy of the obtained results 

with the ARIMA (1, 1, 3) model described in the 

DATA SET section, it can be noted that the RMSE 

error for this model was 0.9026 and the MAE error 

was 0.7108. 

CONCLUSIONS 

Th paper presents five interval forecasting 

models for the time series of electricity 

consumption, implemented using TensorFlow. The 

values of the total active power were predicted. The 

LSTM model with one input variable (total active 

power) on the test set has RMSE values less than 

other models (0.6427). 

The AR LSTM model also performed well in 

comparison.   The   lowest   MAE   (0.4717)   was 

obtained for the AR LSTM model when seven 

variables were fed into the model input. At the same 

time, the forecasting accuracy of the constructed 

models has been improved in comparison with other 

methods. 

Thus, the optimal forecasting models for this 

problem among those considered are LSTM and AR 

LSTM. The created models can be applied to time 

series studies in other areas.. 
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АНОТАЦІЯ 

Робота присвячена дослідженню якості багатокрокового прогнозування часових рядів. Для прогнозування 

застосовуються дані споживання електроенергії. Виконано реалізацію п'яти моделей багатокрокового прогнозування з 

подальшим їх навчанням та оцінкою отриманих результатів. Набір даних є модернізованими щохвилинними 

вимірюваннями показників споживання електроенергії за чотири роки. Дані розділені на навчальну, валідаційну та тестову 

вибірки для навчання та тестування моделей. Реалізація спрощена завдяки використанню бібліотеки машинного навчання 

TensorFlow, що дозволяє зручно обробляти та подавати дані; будувати та навчати нейронні мережі. Функціонал TensorFlow 

надає і стандартні метрики, які застосовуються для оцінки точності прогнозування часових рядів, що дозволило оцінити 

отримані моделі прогнозування часового ряду споживання електроенергії та виділити найкращу із розглянутих за 

показниками. Моделі побудовані таким чином, що можуть бути застосовані у дослідженнях якості прогнозування часових 

рядів різних галузей життєдіяльності людини. Задача багатокрокового прогнозування на 24 години вперед, що 

розглядається в роботі, ще не вирішувалося для оцінки споживання електроенергії. Отримана точність прогнозування 

зіставна з опублікованими останнім часом методами оцінки споживання електроенергії, що застосовуються в інших умовах.

При цьому покращено точність прогнозування побудованих моделей в порівнянні з іншими методами. 

Ключові слова: часові ряди; прогнозування; TensorFlow; споживання електроенергії;  нейронні мережі 
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