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ABSTRACT

The rapidly increasing amount of multimedia information requires significant methods development for its rapid processing. In
this case, one of the areas of processing is preliminary analysis with the images characteristic features detection to reduce the
information required for subsequent tasks. One of the types for an information reduction is image segmentation. In this case, the
general task of image segmentation is often reduced to the task of object segmentation is a fundamental task in computer vision,
requiring accurate pixel-by-pixel object delineation and scene understanding. With the development of natural language processing
techniques, many approaches have been successfully adapted to computer vision tasks, allowing for more intuitive descriptions of
scenes using natural language. Unlike traditional models limited to a fixed set of classes, natural language processing-based
approaches allow searching for objects based on attributes, expanding their applicability. While existing object segmentation
methods are typically categorized into one-stage and two-stage methods — depending on speed and accuracy - there remains a gap in
developing models that can effectively identify and segment objects based on textual prompts. To address this, we propose an open-
set instance segmentation model capable of detecting and segmenting objects from prompts. Our approach builds upon CLIPSeg,
integrating architectural modifications from Panoptic-DeepLab and PRN (Panoptic Refinement Network) to predict object centers
and pixel-wise distances to boundaries. A post-processing phase refines segmentation results to improve object separation. The
proposed architecture is trained on large vocabulary instance segmentation and PhraseCut datasets and evaluated using the mean
Dice score against state-of-the-art open-set segmentation models. Experimental results show that although our model achieves the
highest inference rate among open-set methods while maintaining FastSAM-level segmentation quality, post-processing remains a
limiting factor. This suggests that future improvements should be aimed at eliminating the post-processing process itself or
improving its algorithm, which could lead to more efficient segmentation.
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INTRODUCTION extraction of the boundaries of each object after it.
Unlike semantic segmentation, which assigns a class
label to each pixel without distinguishing individual
objects, instance segmentation treats each
occurrence of an object class as a separate entity.

One of the fundamental functions of computer
vision is to understand and interpret the surrounding
space — images and videos. The reference approach
for the solution has not been found yet, and the : . : .
search process continues. This provides a more detailed understanding of

Among the approaches to understanding the visual_scenes. This approac_h is indispen_sable_ in
surrounding  space, segmentation should be scenarios Wher<_a unde_rst_andlng the relatlonshlpg,
highlighted. The process of segmentation is the separation Of. ObJeCt.S within the same plass, and their
division of data or images into logical and Interactions s crucial. For exa_mp_le_, In autonomous
interrelated parts that represent objects, areas, or driving, a_ccurate separation 0f|n_d|_v |d.u:_;1I pedestrians
categories. The main purpose of segmentation is to and_cars IS necessary fpr s_,afe dnvm_g, In gugmenteq
simplify or transform the data into a more _reallty, L{nder_stand_mg |nd|v!dual_0bjects In a Scene,
understandable and easier to analyze form, in robotics, identifying object instances and their

highlighting only the most relevant objects and boundaries for interaction with them, and so on.
details. Among the various types of segmentation, it 1. RELATED WORKS
is worth highlighting instance segmentation.

Instance segmentation is a computer vision task
that involves semantic segmentation and the

Approaches for instance segmentation can be
categorized as follows: one-stage — aimed at
predicting objects and their masks in one step,

_ without using additional methods to predict
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regions of interest or find objects: YOLACT [1],
SOLO [2], PolarMask [3], MElInst [4],
CenterMask [5].

This approach gains in speed but may lose in
accuracy: two-stage — the task is divided into two
separate phases: region-of-interest detection and
then segmentation to refine a pixel-level mask for
each object instance. These may include: Mask R-
CNN [6], RefineMask [7], Mask Transfiner [8],
TensorMask [9], Polytransform [10], BCNet [11]. In
contrast, these methods are more accurate but
require more computational resources.

In turn, they can also be further divided into:

— Top-down (detection first) — the target
objects are first detected, and then their
segmentation masks are refined.

— Bottom-up (segmentation first) — relevant
individual features are first identified and then
grouped into instances or segments belonging to the
same object.

In other words, in the top-down approach, the
goal is to first find objects and then assign unique
identifiers to them and refine the boundaries if the
objects were searched through object detection. In
the bottom-up approach, the goal is to first identify
the features that make it clear that this is the object
of interest and then combine these features into
different objects. This approach is well illustrated by
finding features for each pixel and then clustering
them.

It is also possible to combine these methods and
approaches to solve the problem at hand. As a rule,
bottom-up methods lag in accuracy compared to top-
down methods, especially on a data set of complex
shapes and a large variety of them. The top-down
ones, on the other hand, have problems with small-
sized objects and may produce multiple overlapping
masks, which additionally require post-processing.

The above-presented methods were trained on a
fixed data set and require additional training when
changing the format or type of input data, for
example, adding a new class to be found. In order
for the model to be more robust to changes, it should
be trained on a large variant dataset, which makes
the training process long and costly.

Zero-shot or few-shot learning approaches are
designed to solve this problem.

Zero-shot learning (ZSL) is an approach in
machine learning in which a model can solve
problems related to categories or tasks for which it
has not been explicitly trained. This means that the
model can recognize objects that belonged to new
classes that did not occur in the training data, but

based on additional information, the model can
understand this.

The few-shot learning (FSL) approach, like
ZSL, aims at providing the ability of the model to
recognize previously unknown objects by training
on a small amount of data.

The idea of allocating unique semantic features
is not new, and the appearance of transformer
architectures, in particular the CLIP model
(Contrastive Language-lmage Pretraining) [12],
allowed to approach this and made it possible to
combine a textual description of features, which is
more understandable to a human, with the
characteristics of objects in images.

A true revolution in zero-shot, for the instance
segmentation task, was made by the SAM (Segment
Anything Model) [13] model. Its goal is to provide a
universal solution for segmenting objects in images,
regardless of their category. This is made possible
by training the model on the huge SA-1B [13]
dataset. Initially, the image is converted into
embeddings using a modified VIT (Visual
Transformer) model that takes a 1024x1024 image
as input. Then either a text description of the
searched objects or their location is added to
previous data, and masks of the searched objects are
obtained using a lightweight decoder.

Also, SAM varieties have been developed to
solve the problems of inaccurate object boundary
extraction and execution speed: HQ-SAM (High-
Quality SAM) [14], Grounded-SAM [15], and Fast-
SAM [16]. At the moment, there is no SAM
implementation where objects can be specified by
text prompt. In the two-stage Grounded-SAM
method, objects are first selected from a textual
description using GroundingDINO [17], whose
locations are then passed to SAM to obtain masks.

2. PROBLEM STATEMENT

In this work, we propose an improved
InstanceCLIPSeg method, which is based on the
CLIPSeg semantic segmentation model. The
architecture of CLIPSeg is modified by replacing the
semantic decoder with two decoders that will find
separately the centers of objects and the distance of
an object pixel to each of its four boundaries. The
obtained results are merged into instances by
postprocessing.

To date, there is no one-stage open-set model
for solving the instance segmentation problem. The
aim of this paper is to create a one-stage open-set
model for solving the instance segmentation
problem using textual descriptions of objects or
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regions to be selected, based on the CLIPSeg [18]
method by improving it — changing the architecture.

To achieve this goal, it is necessary to develop a
modification of the CLIPSeg semantic segmentation
model and conduct an experimental analysis of its
effectiveness relative to other segmentation models.

The subject of this research is instance
segmentation methods and algorithms that use
textual descriptions of objects or regions in images
to select each instance of an object to implement a
zero-show or few-shot approach.

The object of the study is the process of finding
regions in images from textual descriptions and then
combining them into object instances.

Limitations — a text query for object retrieval
should describe objects belonging to the same
searched category and should not have contradictory
features. If multiple semantics are to be found, there
should be multiple queries too.

3. PROPOSED METHOD

Like the original model, our model consists of a
CLIP encoder (ViT-B/16), which was adapted for
352x352 resolutions, a prompt encoder, and two
decoders for each of the heads — centers head, offset
head. Centers head — predicts the center of mass of
objects encoded by Gaussian. Offset head — predicts
the distance of each pixel belonging to an object to
the boundaries of this object (Fig. 1).

Image encoder

t Centers head —9.
curtain —p» | Prompt encoder Offset head —>' ‘

Fig. 1. InstanceCLIPSeg architecture

Source: compiled by the authors

In CLIPSeg, TransposedConvolution was used
to increase the dimensionality of the obtained
features after TransformerEncoderLayer to restore
the original image size. This approach creates
artifacts [19] and does not allow obtaining consistent
pixel values in the regions, which is exactly what is
required in our approach to accurately predict the
center and distance of a pixel to the boundaries
(Fig. 2).

Therefore, in the centers head, sequential
TransposedConvolution was replaced by four
consecutive blocks to restore the size from 64 to 352
pixels. The block consists of two sub-blocks:
dimensionality increase and refinement. The
dimensionality  increase  block  consists  of
TransposedConvolution with kernel size four, stride

two, padding one; batch normalization; RelLU
activation function. The refinement block consists of
convolution with kernel size three, stride one,
padding one; batch normalization; ReLU activation
function.

Fig. 2. Artifacts after TransposedConvolution
Source: compiled by the authors

The offset head requires more context and
smooth output, so a PixelShuffle layer was used for
it in a sub-block to increase dimensionality. This
sub-block consists of a convolution with kernel size
three, stride one and padding one; Normalization
Batch, ReLLU activation functions; PixelShuffle with
upscale factor two. The refinement block is the same
as the block from the centers head. The block
amount in the offset head is also four.

The approach that the model should predict
object centers and pixels belonging to the object as
the distance to some point inside the object or to the
boundaries was taken from Panoptic-DeepLab [20].
But, since our model uses the RelLU activation
function everywhere, the original approach, where
the offset head predicts the distance of an object
pixel to its center, which can be negative, is not
suitable for us. During experiments, it was found
that negative values in the last step are difficult to
predict, so this approach was replaced by predicting
the distances to each of the four object boundaries as
proposed in PRN [21]. So far, we have completely
abandoned the additional prediction of the
background and the distance from the center to the
pixels because the objects searched by text
description will belong to the same category, the
background can be found by inverting the resulting
segmentation mask.

4. POST-PROCESSING

After obtaining the prediction of object centers
position and distance to boundaries, post-processing
is performed. Threshold and Non-Maximum
Suppression (NMS) are applied to the centers'
heatmap to obtain the most probable centers and to
reduce noise in the image. After that, coordinate
maps are constructed in which pixels are numbered
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from zero to the image size from each of the
boundaries, from which the resulting offset values
are then subtracted. After this step, each object will
have equal, with some error, values and can be
selected. This is done by clustering near the obtained
centers by distance to them and pixel values near
them. This approach allows selecting overlapping
objects if the overlap is correctly predicted and does
not require a lot of computational resources. In turn,
this approach is a drawback and requires
improvement, as it is highly dependent on accurate
offset head prediction, which reduces the accuracy.

5. TRAINING

The model was fine-tuned using the Adam
optimizer at batch size 64. The original CLIPSeg
weights were loaded into the rest of the model and
were pre-trained along with the new layers. The
centers head loss function was a weighted Mean
Square Error (MSE) where the center was marked
with a factor of 10 and background one. The offset
head loss function was a weighted L1. The model
was trained for 20 epochs using SequentialLR
scheduler, where LinearLR was used for warmup
and then ExponentialLR from 1*107 to 1*10™. The
datasets used were LVIS [22] and PhraseCut [23],
which will be discussed further below. Input data
were augmented with Rotate, Flip RandomScale
between one and two.

6. EXPERIMENTS

Two datasets, LVIS and PhraseCut, were
selected for training. LVIS has the advantage of
containing many labelled objects per image, while
PhraseCut is more focused on understanding the
context of objects in images. Below are the statistics
of image sizes and object sizes by dataset (Fig. 3-7).

For the CLIP image encoder and CLIP prompt
encoder, the following experiment was performed.
We took the CIFAR100 dataset [24] for 100
categories and added a 101st category with an object
name that was not in the original dataset. Text
embedding was counted for each category. Image
embeddings were calculated as follows. A square
image of the object was taken and placed in the
center on a uniform background with the object
zoomed in 1px increments. The experiment was
conducted with the original CLIP encoder
224x224px and with the improved one 352x352px.
After that, the cosine distance between image
embeddings and text embeddings was calculated,
and the distances between the classes from
CIFAR100 and the image were taken randomly. The
results are presented in the Fig. 8. Red shows classes

that are not in the image, blue shows the class we are
looking for.

wis
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Fig. 3. Statistics of image sizes in LVIS

Source: compiled by the authors
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Fig. 4. Statistics of image sizes in PhraseCut
Source: compiled by the authors

As can be seen from the experiment, increasing
the resolution to 352x352px allowed better class
separation, but it is still difficult to distinguish small
objects up to 10px for the model. Therefore, based
on the above-presented statistics on datasets, we
decided to train the model only on objects whose
area after resizing is 100px or more.

We compared our model with existing State-of-
the-art models in terms of a number of parameters,
speed in time and frame per second (fps), and the
ability of the models to find objects from a textual
description (Table 1 and Table 2).
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Fig. 5. A statistic of the ratio of the area value of an object in an image to the

area of the whole image
Source: compiled by the authors

PhraseCut wis

0.030 1

0.025 A

0.020 4

Density

0.015 1

0.010

0.005 +

0.000

0

200

400

300
area sqrt

600 800 1000 1200 0 100 200

area sqrt

400

500 600

Fig. 6. Statistics of the area of the selected area of the object in the form of a square in

pixels on the original image
Source: compiled by the authors

Density

0.03 4

0.02 4

PhraseCut VIS

0

50

250 300 350 0 50 100 150 200 250
resized area sqrt

100 150 200
resized area sqrt

300

350

Fig. 7. Statistics of the area of the selected area of the object in the form of a

square in pixels on the image 350x350px
Source: compiled by the authors

58

Theoretical aspects of computer science,
programming and data analysis

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)



Kovtunenko A. R., Mashtalir S. V.

/' Herald of Advanced Information Technology

2025; Vol.8 No.1: 5466

224

0.84

0.82

Cosine Distance
e e o
~ ~ ~
E= o @

o
~
N

o
~
o

10° 10t 102
Image Size (px)

352

10° 10t 10?
Image Size (px)
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Source: compiled by the authors

Table 1. Model comparison

Model Parameters Time | Fps
HQ-SAM ViT-B | 358M 0.11s | 9.07
SAM ViT-B 362.1M 0.101s | 9.86
Grounded SAM | 358M +232.3M | 0.269s | 3.71
FastSAM 72M 0.04s | 25
FastSAM text 72M + 151M 1.1s 0.91
InstanceCLIPSeg | 152.2M 0.045s | 21.9

Source: compiled by the authors

Table 2. Model comparison with mean

Dice score
Model Mean Dice Score
HQ-SAM ViT-B 0.46506062
SAM ViT-B 0.4906734
FastSAM 0.21242003
InstanceCLIPSeg Centers 0.23045772
InstanceCLIPSeg Offsets 0.20319612

Source: compiled by the authors

We compared the speed of the models as it is
from their GitHub repositories [25, 26], [27, 28] on a
GTX 3090 Ti graphics card.

We measured the quality of finding objects
using mean Dice coefficient (1) for all found objects
on the PhraseCut test dataset.

Finding objects was checked only with a text
prompt.

2]xny|

DS =———,
[X[+[¥]

@)

where X is pixel sets greater than zero of the output
image, and Y is pixel sets on the ground truth image,

|o| is a cardinal number.

In the selected models, text search is realized
only by using third-party open-set detectors. We
used GroundingDINO for SAM and HQ-SAM, as
suggested in the repositories. For FastSAM, the
detector is YOLOV8 [29], but for text search, they
also use the CLIP VIiT-B/32 model, which
significantly increases the number of parameters and
slows down the execution speed. For our model, we
compared each of the decoders separately. As can be
seen, centers are located more accurately than
offsets. Our model outperforms all other compared
models in terms of speed for retrieval using textual
description. In terms of quality, it is comparable to
FastSAM and also has the advantages of a one-stage
approach.

7. RESULTS AND DISCUSSIONS

This section shows the intermediate results of
the model on instance segmentation task by text
description and the final result of splitting into
instances (Fig. 9 — Fig. 15). Figures descriptions are
shown in Table 3.

In Fig. 9, the model detected cars in the
distance using the centers head, but the offset head
failed to estimate the distances, resulting in only one
car being identified in the final output.

A similar situation is observed in Fig. 10 with
people, where the model struggles to distinguish
overlapping objects.
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In Fig. 11, we attempted to find small objects.
As we can see, only part of the objects was detected,
and one bush was split into two due to the centers
head predicting two centers. This issue can be
corrected by adjusting the NMS parameters, but
doing so would compromise the model’s general
applicability for detecting arbitrary objects, as
specific parameters would need to be fine-tuned for
each case.

In Fig. 12, parts of the elephants’ boundaries
were incorrectly assigned. This happened because
the offset head produced only two instances, and we
attempted to mitigate this issue during post-

a photo of a car

b

processing by considering distances to the centers.
Although the third elephant, which is partially
obscured by a baby elephant, was poorly predicted
by the centers head, post-processing was able to
partially highlight it.

In Fig. 14, overlapping objects again caused
difficulties. Since the prompt did not specify which
monitors should be detected, the model also
identified the projector screen. However, the turned-
off monitors were not detected by the offset head,
nor were the distant objects.

In Fig. 15, the model produced an acceptable
result based on the provided queries.

Fig. 9. Examples of model execution followed by clustering of city street image

(Letters description shown in Table 3)
Source: compiled by the authors

b

Fig. 10. Examples of model execution followed by clustering for persons image

(Letters description shown in Table 3)
Source: compiled by the authors
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Fig. 11. Examples of model execution followed by clustering of outdoor image

(Letters description shown in Table 3)
Source: compiled by the authors

a photo of a elephant ]
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Fig. 12. Examples of model execution followed by clustering of elephants image

(Letters description shown in Table 3)
Source: compiled by the authors
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Fig. 13. Examples of model execution followed by clustering of conference room image

(Letters description shown in Table 3)
Source: compiled by the authors
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Fig. 14. Examples of model execution followed by clustering of meeting image

(Letters description shown in Table 3)
Source: compiled by the authors
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a photo of a car
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Fig. 15. Examples of model execution followed by clustering of a cars image

(Letters description shown in Table 3)
Source: compiled by the authors

Table 3. Figures description

Letter Description

a The original image fed to the model as input
and the text description of the objects being
searched

The output of the centers head

OT

The output of offset head

d The result of splitting into instances after
post-processing

Source: compiled by the authors

CONCLUSIONS AND PROSPECTS OF
FURTHER RESEARCH

This paper presents an improved version of the
CLIPSeg model, InstanceCLIPSeg, designed to
solve the instance segmentation  problem.
Improvements include modification of the
architecture and integration of techniques borrowed
from other models. InstanceCLIPSeg can find
objects from their textual description, proving its
zero-shot learning ability.

We analyzed the training datasets and
optimized the training parameters to improve the
segmentation quality. In addition, we developed a
post-processing method that uses the predicted
object centers and distances to their boundaries to

separate them. The final model contains 152.2M
parameters and achieves a speed of 20 FPS on
352x352 images using an RTX 3090 Ti GPU.

InstanceCLIPSeg was compared with existing
state-of-the-art open-set instance segmentation
models by the mean Dice score, number of
parameters, and speed of operation. Experimental
results showed that the proposed approach is
comparable to state-of-the-art solutions and can
perform the task efficiently.

Despite the achieved results, post-processing
remains a bottleneck of the model, creating
additional computational costs and potential
segmentation errors. Also, the offset head with
current architecture shows worse finding results than
the centers head. Future research should focus on
improving the model architecture or changing the
representation of objects in the offset head with the
post-processing algorithm and to improve prediction
accuracy. Additional promising research directions
include adapting the model to higher image
resolutions, optimizing it for mobile devices, and
exploring integration with transform architectures
for more accurate object separation in complex
scenes.
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AHOTAIIS

KinpkicTs MynpTHMeiiHOI iHOpMAIL], IO CTPIMKO 3pOCia, BUMArae CyIrTEBOrO PO3BUTKY MeTOIB ii mBuakoi 00podku. Ilpu
IOMY OFHHMM i3 HampsiMiB OOpOOKM € TIONepenHid aHami3 i3 BHAIICHHAM XapaKTepPHHX O3HAK 300pa)keHb IISi CKOPOYCHHS
iH(popManii HeoOXiaHOT I MoNanbIIKX 3aBaaHb. OJHNUM i3 BUAIB TAKOTO CKOPOYEHHs iH(OpMaIlii € cerMeHTartist 300paxens. [Ipn
[bOMY 3arajbHe 3aBIaHHS CeTrMEHTalii 300pa’KeHb YacTO 3BOAMTHCS 10 33/adi cerMeHTamii 00'€KTiB, MO € (yHIaMEeHTaJIbHOIO
3a7a4er0 KOMITIOTEPHOr0 30py, IO BMMAara€ TOYHOTO IIKCEIBHOTO PO3MEXKYBaHHS OO'€KTIB 1 PO3YyMIHHS CHEHH. 3 PO3BHTKOM
MeToniB 00poOku mnpuponHboi MoBH (NLP) Garato mizxomiB OynM YCINIIHO aJanToBaHi IO 3aBJaHb KOMITIOTEPHOTO 30pY,
JIO3BOJISIFOYM OUIBII 1HTYITHBHO ONHWCYBAaTH CICHH 3a JIOMIOMOTOI0 TPHPOIAHOI MOBH. Ha BigMiHY BiJl TPaJWINHHUX MOJETCH,
oOMexeHHX (iKCOBaHMM HaOOpOM KIIaciB, MiAXOMM HA OCHOBI 00poOkM mpupomHboi MoBM NLP m103BONSIOTH HIykaTH O0'€KTH Ha
OCHOBI aTpuOyTIiB, IO PO3MIMPIOE X 3acTOcyBaHHS. Xodya ICHYFOUlI METONM CEerMEHTallii O0'€KTiB 3a3BWYail MOMIISIOTHCS Ha
OJJHOETAITHI Ta J(BOCTAIHI - 3aJIE)KHO BiJ[ MBHUAKOCTI Ta TOYHOCTI - 3aJMIIAETHCS IPOTAIMHA B PO3pOOLI MOIeNeH, sKi MOXYTh
e(eKTUBHO imeHTH(]IKyBaTH Ta CErMEHTYBaTH OO'€KTH Ha OCHOBI TEKCTOBHX MiAka3ok. [lysi BUpImeHHS Iii€l mpoOiIeMHu MH
MIPOTIOHYEMO MOJIENTb CerMeHTallii eK3eMIUIIPIB 3 HEOOMEKEHOI0 KUTBKICTIO KJIaciB, 3JaTHY BHSBISITH Ta CETMEHTYBaTH O0'€KTH 3a
migkaskamu. Hamr minxin Gasyerscst Ha CLIPSeg, inrerpyroun apxitexktypni momudikarmii Panoptic-DeepLab ta PRN (Panoptic
Refinement Network) st nporHo3yBaHHS LEHTPIB 00'€KTIB Ta MOMIKCETBHUX BicTaHel 1o Mex. Ha erari mocToOpoOku pe3yiabpraTr
CEeTrMEHTAIli] YTOYHIOIOTHCS ISl TOKPAIIEHHs PO3/iJIeHHs 00'€KTiB. 3anpolOHOBaHa apXiTeKTypa HaBdasacs Ha Habopax manux LVIS
i PhraseCut Ta OLIHIOEThCS 3a JOMIOMOroK cepeHbporo Dice Score 3 cydacHMME MOJEISIMH CErMEHTAllii 3 BiIKPUTHMH HabopaMu
kiaciB. ExkcrieprMeHTanbHi pe3yabTaTH ITOKa3yIoTh, 10 X04a Hallla MOJIENb I0CSTae HaliBHIIOl IIBUIKOCTI BUBEJCHHS Cepesl METOIIB
3 BIIKPUTHMH MHOXKHHaMH, 30epiraroudl IpH IbOMY SIKICTh cerMeHTauil Ha piBHI FastSAM, mocroOpoOka 3annmaeTrsest caadKoro
JaHKoro. MaiiOyTHI BJJOCKOHaJICHHS TOBHHHI OYTH CHPSMOBAaHI Ha YCYHEHHS CaMOro IPOLECY MOCTOOpOOKH a0 BJOCKOHATIEHHS
HOro ajropuTMy IO MOXKE MPH3BECTH /10 OlIbII e(heKTUBHOI CerMeHTallii.

KirouoBi cioBa: rimboke HaBUaHHS, CETMEHTALlisl 300pa)keHb, 3rOPTKOBI HEHPOHHI Mepexi, apXiTeKTypu-TpaHchopMmepH;
KOHTpacTHa MOBHO-00pa3Ha IiJIr0TOBKA; CerMeHTais 3 HedikcoBaHUM HabOpOM KIIaciB
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