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ARCHITECTURAL OBJECTS RECOGNITION TECHNIQUE IN
AUGMENTED REALITY TECHNOLOGIES BASED ON
CREATING A SPECIALIZED MARKERS BASE

Abstract. The paper proposes a method for recognizing architectural objects when creating augmented reality mobile
applications based on building a database of specialized markers. The main method of augmented reality technology for the
recognition of architectural objects was chosen - the technology based on special markers. The range of pattern recognition
algorithms suitable for the task is highlighted. These are algorithms based on the selection of key points of images and their
descriptors. The most important aim is the stable recognition of architectural objects upon mobile applications for augmented
reality-type digital guide creation based on specialized markers. The scientific basis of the research is a systematic approach in the
analysis of the considered markers recognition algorithms, machine learning for the development of a database of marker images
and AO recognition are used. The technique consists of the following steps: processing images of architectural objects with the aim
of identifying key points, obtaining descriptions of selected control points as descriptors, creating AR-metadata that correspond to
architectural objects, organizing joint storage in the local database of descriptors and their corresponding metadata, visualizing the
architectural object and AR metadata. To implement the stages of processing images of architectural objects and obtain descriptors
of key points, algorithms for extracting key points on images, such as SIFT, MSER, SURF, RIFF, RF, are analyzed. It is shown that
these algorithms are invariant to scaling, rotation, as well as resistant to changes in light, noise and viewing angle. A comprehensive
use of them for processing architectural objects with the aim of obtaining descriptors of reference points was proposed. To ensure
stable recognition of AO according to the developed methodology based on machine learning for processing architectural objects
with the aim of obtaining descriptors of key points, it was proposed to create an additional module using an ordered stack. The
launch sequence and the number of algorithms can be changed.

Keywords: information technology, intellectual analysis of data; augmented reality; AR-technology; marker methods of
recognition

Introduction and statement of research form of lost fragments or type of AO before

problems

At the present stage of development of
information technologies (IT), a special place is
occupied by software tools for the automated
creation of augmented reality systems (AR
augmented reality) [1]. The components of
augmented reality “artificially” change the world
around them through the composition of real and
synthesized virtual objects. The emergence and
distribution of mobile communication devices with a
sufficiently large power of processors and video
cameras with high resolution allowed creating the
AR applications on mobile platforms. One of the
promising practical ways of mobile AR applications
development is a creation of IT for the recognition
of various architectural objects (AO) [2] in order to
obtain their description and / or reconstruction in the
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restoration. In modern digital virtual guides, the
complex data obtained from a GPS, a gyroscope and
a compass that are embedded in a mobile phone is
used to determine the location of an AOQO. The
activation of AR application occurs hen the
coordinate ata fthe r’s bile phone coincides with
the data about the AO in a special database with AR-
metadata. However, the modern mobile device's
geolocation system, which has an error of up to 5 m,
is practically useless for building digital guides,
especially in cases where the AO are located close to
each other. That’s why at the present stage, IT is
used to build mobile AR tourist guides, which
combine AR technology with image recognition
systems [22]. To ensure the operation of the AR-
guide, it is necessary to input an image of an AO
using a mobile phone camera and, match the
resulting image with the standards (markers) stored
in a special database available on a mobile device or
server after preprocessing. Such a database
combines marker images of AO and metadata that
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contains a description and / or AR reconstruction for
the entered AO. Various technologies are used to
build a database of specialized markers.

Analysis of existing scientific achievements
and publications

The existing IT for a database of AO markers [3-
5] creation and the following groups were
highlighted:

1. The technology based on the construction of
key points on the virtual grid works using special
recognition algorithms, where a virtual “grid” is
superimposed on the surrounding landscape, captured
by a camera. Software algorithms find some key
points on this grid that determine the coordinates of
the object to which the virtual model is “attached”.
The advantage of this technology is that the real-
world objects work as markers and there is no need to
create some special visual identifiers. However, the
definition of geocoordinates on a virtual landscape
grid requires large memory resources and a mobile
device processor is also not reliable enough.

2. The technology based on special markers or
tags, is convenient because they are easier recognized
by an AR application and provide an adaptive binding
to the location for the virtual model. Two options are
possible for implementation of this technology:

a) cloud realization, when the marker base is
located on the server, and not on the mobile device,
and access is provided via access keys. In this case,
the base may contain multiple duplicate markers for
better recognition of AO. Disadvantages: Internet
connection required, time of the recognition
increases;

b) local realization, when the markers are stored
in a local database on a mobile device, which allows
to increase the speed of work and does not require an
Internet connection. However, with the help of such a
database, it is possible to recognize signs on buildings
or QR codes successfully, but not real images of
complex AO. The main problem of this approach
compared to the cloud implementation is that for the
AO markers recognition it will be necessary to use a
sufficiently large amount of limited resources of a
mobile device.

The publications analysis [6-21] made it possible
to highlight the following methods and algorithms
that show good results while processing specialized
images containing an AO in order to extract key
points on them:

— SURF (Speeded Up Robust Features) [7-9; 14]
is based on key points search and descriptors creation
that are invariant to scaling and rotation. At the same
time, for each point the gradient of the maximum
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brightness change and the scaling factor according to
the Hessian matrix or Haar wavelets are considered;

— RIFF (Rotation Invariant Fast Features) [8;
14] is based on the radial and tangential
decomposition of gradient histograms followed by
ring processing. The resulting descriptor is also
invariant to scaling, rotating and light changing;

— RF (Random Forest) [15]. The main idea of
RF is to train the recognition system based on the
collected statistics of decision distribution by
constructing a forest of random trees;

- SIFT (Scale Invariant Feature
Transform)[16] is based on obtaining points that are
invariant to scaling and rotations of the image,
resistant to light changes, noise and changes of the
observer position;

— MSER (Maximally Stable External Regions)
[17] is based on extracting the total number of
corresponding image elements and contributes to the
wide comparison of baselines.

The purpose and objectives of the research

The purpose of the research is to develop a
methodology of recognizing architectural objects
upon mobile applications of augmented reality-type
digital guide creation based on building a database of
specialized markers.

To achieve the goal, the following tasks were
solved:

1) the method of recognizing AO upon mobile
applications augmented reality-type digital guide
application creation using machine learning;

2) the capabilities of the basic algorithms and
methods for extracting key points on the image were
analyzed in order to build descriptors;

3) the use of a stack of ordered processing
algorithms for constructing key points descriptors
when creating a database of special marker images of
AO was proposed.

Research methods. As a scientific basis of the
research, a systematic approach in the analysis of the
considered marker (image) recognition algorithms,
machine learning for the development of a database
of marker images and AO recognition are used.

Presentation of the main research material

The method of recognizing AO upon digital
guide application creation.

In this work on creating the method of AO
recognition in mobile applications an approach based
on machine learning has been used. When
implementing this approach, it is necessary to support
two modes of mobile application operation: creating a
database of specialized AO markers and recognizing
an AO image entered by the user in order to
demonstrate the corresponding AR from the prepared
base (Fig. 1)
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Fig. 1. The method of AO recognition in mobile applications with augmented reality:
a —mode of creating a database of specialized markers; b — mode of recognition of user-entered AO image

The mode for creating a database of
specialized AO markers generally includes the
following steps:

1) receiving the original image using a camera
in the mobile phone;

2) pre-processing of the original image
I(xR,,yR;) with the view of detect the key points of
the image /(xL,;yL);

3) compiling descriptions
(definition of a descriptor);

4) repeating steps 1 and 2 for all processing
algorithms available in the database;

5) receiving metadata by linking descriptors
with an AR block that is associated with the
original image and additionally visualized when the
camera is aimed at a recognized AO;

6) adding metadata to special
database.

Mode of user-entered AO image recognition
generally includes the following steps:

1) receiving the original image and its
processing according to steps 1-3 of the base
creation mode;

2) calculation of the distance between the
received descriptor and descriptors from the
specialized markers database. The winner is the
descriptor, which has the smallest distance between
points in a pair;

of key points

markers

3) if the calculated distance is less than some
experimentally threshold P, , then an AR-block is
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extracted from the metadata corresponding to the
winner descriptor, which is visualized additionally
with the image of AO;

4) if the calculated distance is greater than
some threshold, then the original image is pre-
processed by the following algorithm from a stack
of algorithms, the repetition of steps 1,2. Further
verification, corresponding to step 3, is repeated;

5) the AO recognition process ends if the
corresponding AR-block is found or the stack of
existing preprocessing algorithms is exhausted.

It should be noted that for the formation of the
preprocessing algorithm stack, it is necessary to
analyze existing algorithm key with regard to the
requirements for building mobile digital guides
such as: invariance to scaling and rotation,
resistance to changes in light, noise and angle. In
addition, in analyzing the algorithms their ability to
recognize large enough AQOs that have complex
geometric shapes should be taken into account. The
recognition requirements are tightened by the fact
that it is necessary not only to determine the AO
but to highlight a label on it for the subsequent
visualization of metadata with an AR block.

Analysis of the capabilities of the main
algorithms for extracting key points.

Taking into account the above information, a
comparative analysis of key points selection
algorithms can be conducted.

SIFT algorithm (Scale Invariant Feature
Transform). Most angle search algorithms do not
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depend on the rotation of the object, since even if
the image is rotated; the definition of angles
remains possible. The angle may stop being an
angle if the image is scaled. For example, by
approximating a square-shaped element, we obtain
an image of a straight line, which is a side of the
original figure. The solution to this problem is to
use a scale-invariant transformation of signs. The
SIFT algorithm consists of five main steps [7].

1) Scale-spatial detection of extremes. From
theory it is known that it is impossible to use the
same window to detect key points with different
scales. In this case, a positive result can be obtained
in the case of a small angle. To detect large angles,
it is necessary to use large size of windows. The
problem is solved on the basis of scale-spatial
filtering with the calculation of Laplace operator of
the normal distribution (Gaussian). Gaussian acts
as a scaling option. For example, a Gauss core with
a low o gives a high value for a small angle, while
a Gauss core with a high o is suitable for a larger
angle. Thus, you can find local maxima in scale
and space, which give us a list of values.

It means that a potential key point exists in (x,
y, o) to scale:

L vo)= Gley o)+ I ¥),
where:

L — the value of the Gaussian at the point with
coordinates (x, );

* — blur radius;

G — Gauss core;

1 — source image value;

* — convolution operation.

However, the calculation of a Gaussian is
resource intensive, so the SIFT algorithm uses a
difference of Gaussian (DoG), obtained as a
difference in Gaussian image blur with two
different o (for example, ¢ and ko).

Die. v, dd = (Gle, v ka) - Gle, v, ad ) e [le, v) =

= L(x,y, ko) — L(x, y, 0). (1)

Scale invariance is achieved by finding key
points for the original image, taken at different
scales. For this, the Gaussian pyramid is built: the
entire scalable space is divided into some sections,
the octaves, and the part of the scalable space
occupied by the next octave is twice as much as
size of the occupied part (Fig. 2)

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)

Fig. 2. Pyramid of Gaussians and their differences in
the SIFT algorithm [10]

Further, we will consider a point as a key if it is
a local extremum of the difference of Gaussians. In
each image from the DoG pyramid, extremum points
are searched. Each point of the current DoG image is
compared with its eight neighborhoods and with nine
neighborhoods in the DoG, which are one level
higher and lower in the pyramid. If this point is more
(less) than all the neighborhood, then it is taken as a
point of local extremum. If this is a local extremum,
this is a potential key point, which means that the key
image is best represented at this scale.

1) Localization of the key point. Once potential
key points are found, they need to be refined in order
to get more accurate results. For example, in SIFT,
the expansion of the Taylor scale is used to obtain
more precise location of the extremes, and if the
intensity at these extremes is less than the threshold
value, it is rejected.

The difference of Gaussians has a higher
response to the edges of the shapes, so the edges must
also be removed. To do this, is used an approach
similar to the calculation of the angular Harris
detector. SIFT algorithm is used as Hessian matrix
(H) with size is 2x2 to calculate the principal
curvature. At the same time, for the edges one
eigenvalue (by Harris detector) is larger than other,
therefore is used as simple comparison function. If the
obtained ratio is bigger than the threshold value, this
key point is discarded. Thus, at this step, any low-
contrast key points and boundary key points are
eliminated, while the remaining ones turn out to be
the points of greatest interest.

2) Orientation distribution. Orientation is now
assigned to each datum to achieve a constant image
during rotation. A neighborhood is taken around the
location of the reference point depending on the scale,
and the magnitude and direction of the gradient is
calculated in this area. An orientation histogram is
created with 36 cells, spanning 360 degrees. (It is
measured by the magnitude of the gradient and by the
Gaussian round window with ¢ equal to one and a
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half times the key point scale). The highest vertex in
the histogram is taken, and any vertex above 80 % is
also taken into account for calculating the orientation.
Thus, control points are created with the same
location and scale, but in different directions. This
contributes to the stability of the comparison.

3) Key point descriptor. Descriptor is some
information about the neighborhood of the reference
point. As a rule, a 16x16 neighborhood is chosen
around a key point. It is divided into 16 4x4 sub-
blocks. For each sub-block, an orientation histogram
is created, consisting of 8 cells. Thus, a total number
of 128 cell values are available, which are represented
as a vector to form a key point descriptor. In addition
to this, some measures were taken in the SIFT
algorithm [9] to ensure resistance to changes in light,
rotation, etc.

4) Key points comparison. Key points between
two images are matched by determining the nearest
neighborhood. But in some cases the second closest
match may be very close to the first one. This may be
due to noise or for some other reason. In this case as a
measure of proximity the ratio of the closest distance
to the second closest distance is taken. If it is more
than the threshold value of 0,8 then they are rejected.
According to studies, the use of such a modification
eliminates about 90 % of false matches, with the
simultaneous loss of only 5 % of correct matches.

Conclusion: Descriptors resulting from SIFT are
local and are based on the appearance of the object at
certain points of interest and do not depend on the
scale and rotation of the image. They are also
resistant to changes in light, noise and minor changes
in the point of view (viewing angle). In addition to
these properties, they are relatively easy to remove
and allow you to properly identify an object with a
low probability of inconsistency. SIFT descriptors
provide a relatively easy search in a small database of
local objects, but, nevertheless, the large dimension of
the algorithm can be a problem, and probabilistic
algorithms such as k-d-trees are usually used, with the
best cell search at the beginning. Recognition can be
performed in real time for small local JSC databases
using a modern mobile device.

SIFT algorithm modifications. Modification of
the SIFT algorithm are in the interest - PCA-SIFT
[11; 12], in which the resulting set of SIFT
descriptors reduces the dimension of the vectors to 32
elements by principal component analysis (PCA).
According to PCA-SIFT the magnitude and
orientation of the gradient at the initial stage are
similarly calculated. Only for each key point is
considered a neighborhood of 41 x 41 pixels with a
center at a special point. In fact, the map of gradients
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in the vertical and horizontal directions is constructed.
As a result, it turns out a vector containing
2x39x39=3042 elements, and then the SIFT
descriptor is built according to the scheme.

GLOH algorithm (Gradient location-orientation
histogram) [13] is also a modification of SIFT
algorithm which is built to improve the reliability of
key points selection. The SIFT descriptor is
calculated, but the polar grid is used to divide the
neighborhood into the so-called “bins”: 3 radial
blocks with radii of 6, 11, and 15 pixels and 8 sectors.
As a result, vector containing 272 components is
projected using PCA into a space with a dimension of
128.

SURF algorithm (Speeded Up Robust Features).
SUREF is based on properties similar to SIFT and was
developed by lower computational complexity [8]. In
addition, there exists also a vertical version of the
descriptor (U-SURF) which is calculated even faster
without being an invariant of image rotation and is
better suited for applications where the camera
remains static in the horizontal position.

The first step of processing using the SURF
algorithm is to set up a reproducible orientation based
on information from the space around the key point.
In the second step is created a square region aligned
to the chosen orientation and the SURF descriptor is
extracted from it [14]. Some processing steps of
SURF in more details are reviewed [23].

1) Distribution of the orientation. To be
invariant to the rotation the algorithm identifies
reproducible orientation for points of interest based
on calculating the Haar wavelet responses in the x and
y directions in a circular neighborhood of radius 6s
around the point of interest, where s is the scale
within which the point of interest was detected (for
the reasons of symmetry and discretization the
allowable sizes starting from the minimum: 9; 15; 21;
27 and etc., with a step of 6). However, in practice for
large scale step 6 is smaller. Therefore, SURF breaks
the whole set of scales into so-called octaves. Each
octave covers a certain range of scales. The wavelet
responses are calculated at this current s-scale.
Accordingly, at large scales the size of wavelets
increases. For the invariance of the calculation of the
key point descriptors, which will be discussed below,
it is necessary to determine the prevailing orientation
of the brightness differences at the key point. This
concept is close to the concept of a gradient, but
SURF uses a slightly different algorithm for finding
the orientation vector. At first, the point gradients in
pixels adjacent to the key point are calculated. Pixels
in a circle of radius 6s around a key point are taken
into the consideration. Where s is the scale of the key
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point. For the first octave the points from a
neighborhood of radius 12 are taken. To calculate the
gradient, Hear filter is used. The filter size is taken
equal to 4s, where s is the scale of the key point.

After the wave resolution responses are
calculated and weighted with a normal distribution (¢
= 2.5 s) the responses are represented as vectors in
space with a horizontal response force along the
abscissa axis and a vertical response force along the
ordinate and are centered on the point of interest. The
dominant orientation is estimated by calculating the
sum of all responses in a sliding orientation window

covering the 3 angle. Horizontal and vertical
responses by the window are summarized. Then two
summarized answers give a new vector. The longest
of these vectors gives an orientation to the point of
interest. The size of the sliding window is a parameter
that was chosen experimentally. Small sizes
correspond to a single dominant wavelet response.
Large sizes give maxima along the length of the
vector which is not expressed. Both lead to unstable
orientation of the area around the key point. For the
vertical version of the SURF algorithm — U-SURF
orientation distribution isn’t carried out.

2) Components of descriptor. To extract the
descriptor, the first step is to construct a square region
centered around the anchor point and oriented along
the direction (orientation) chosen in the previous
section. For the vertical version, this conversion is not
necessary.

The size of the potential window is 20s. The
region is regularly divided into smaller 4 % 4 square
subregions. This allows to save important spatial
information. For each subregion, several simple
functions are calculated at 5 x 5 regularly located
sample points. For simplicity, we call Haar wavelet
response in the horizontal direction and dy Haar
wavelet response in the vertical direction (filter size
2s). “Horizontal” and “vertical” are defined here
depending on the chosen orientation of the point of
interest. To increase resistance to geometric
deformations and localization errors, the responses of
dx and dy are first weighed with a normal distribution
(o =3,3 s) with the center at the point of interest.

Then, the wavelet responses of d, and d, are
summed over each sub region and form the first set of
records in the feature vector. To obtain information
about the polarity of intensity changes, we also
extract the sum of the absolute values of the answers
— |d] and |d,).

Consequently, each subregion has a four-
dimensional descriptor vector for its basic intensity
structure:
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v = (3, 5, 3d,

, 2ld,). 2

The result is a descriptor vector for all 4 x 4
subregions of length 64 (SURF). The wavelet
responses are invariant to the offset in the light.
Invariance to contrast (scaling factor) is achieved by
turning the descriptor into the unit vector.

Fig. 3 shows the descriptor properties for three
distinctly different intensity models of the image by
subregions. It is possible to imagine a combination of
such local intensity patterns which leads to a
distinctive descriptor.

To reach this SURF-descriptors, it is necessary
to experiment with big and small amount of wavelet
functions, using d2x and d2y, higher order wavelets,
principal component method, median values, average
values, etc. Then the number of sample points and
subregions experimentally varies. The 4x4 solution
for the subregions helped to achieve the best results.
Smaller subregions turned out to be less reliable and
increased the matching time too much. On the other
hand, a short descriptor with 3 x 3 subregions (SURF-
36) works worse, but allows very fast matching and is
still quite acceptable compared to other algorithms in
the literature [10]. The SURF descriptor is a set of 64
or 128 numbers for each key point in the SURF-128.
Fig. 4 shows some of these results comparing the
accuracy of coincidences of descriptors constructed
using the described SIFT algorithm and its
modifications and the SURF ruler algorithms.

Eap ]

b2 | ——
bR | '] [
Fa g [ L

Fig. 3. Descriptor subregion entries displays the
character of the base intensity pattern [23]

Conclusion: SURF has many additional
features to improve processing speed at each stage.
The analysis shows that it is 3 times faster than
SIFT. SURF is good at processing images with
motion blur and rotation, but it doesn't go well with
changing viewpoints and illumination.

RIFF algorithm (Rotation Invariant Fast
Features). RIFF using the approximate conversion
of the radial gradient is used to significantly reduce
the calculation time of feature extraction. With this
algorithm, descriptors are built, for example, for
aerial photographs taken from platforms that are
subject to a high degree of rotation due to sudden
maneuver, scaling, changes in light and noise.
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Fig. 4. A graph of coincidence accuracy for various processing algorithms and two different matching
strategies tested with a 30 degree change of view compared to current descriptors:
a — comparison based on similarity thresholds; b — comparison based on nearest neighborhood [23]

RIFF is a fairly new algorithm based on the
SIFT algorithm and the HOG algorithm is based on
the calculation of histogram of oriented gradients
RIFF resistant to image rotation. The descriptor
consists of concentric annular cells applied to the
image points of interest extracted by the detector of
FAST (Features from Accelerated Segment Test) -
algorithm for determining the points of interest in
the image [19]. RIFF descriptors typically consist of
four circular cells with the largest diameter of 40
pixels. In each gradient orientation ring images are
calculated using the mask at the center of the
derivative [-1; 0; 1] and rotated through the desired
angle in accordance with the radial gradient
transformation to achieve rotation invariance. The
resulting gradients are quantized relative to their
direction to improve performance. In addition, a
local polar support frame is created in each pixel to
describe the gradient from the radial and tangential
directions of the center of the pixel relative to the
center of the descriptor. The coordinates of the
gradient in the local frame are rotation-invariant for
a given descriptor center. Computational
performance is further improved by sampling with a
sparse gradient.

The use of RIFF tracking helps to perform the
extraction and tracking of object descriptors in real
time on a mobile device. With a buffer of past
monitored functions and global affine models, more
objects can be retrieved and tracked. This provides
sufficient information for recognizing video content.
The unification of tracking and recognition has an
additional advantage ensures temporal consistency
with the recognition data [15]. It can be concluded
about the reliability of object descriptors by
examining their path in a video stream. It is also
worth noting that RIFF and SIFT use the same
Gaussian difference to detect key points while SURF
uses Hessian matrices. Comparison of the results is
shown in Fig. 5, where the average number of
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coincidences of objects is plotted, depending on the
number of turns, averaged over 10 pairs of images,
where the RIFF-Annuli descriptor is the RIFF
modification for half-tone images described in [15]

From these results, it can be seen that the
detector of key points based on the difference of
Gaussians (1) is almost isotropic which leads to a
fast response for all schemes using it.

Conclusion: The RIFF descriptor is analogous
to SURF, it's rotation-invariant and faster than the
SIFT algorithm, which is suitable for developing
augmented reality applications that work with video
streaming. However, it is more prone to errors with
large images, and that is why it is more often used in
adapted improved using other algorithms.

RF algorithm (Random Forest). The main idea
is to train the recognition system based on the
collected statistics of decision distribution by
building a random trees forest [16]. At the stage of
detection the estimated key point is “thrown”, as it
were, over the output tree which is built for each
image of a recognizable object taken from different
angles and under different conditions. At each node
the value of the probability that this reference point
belongs to one of the already known ones that were
defined earlier is calculated.
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Fig. 5. Pairwise comparison at different
image rotations [15]
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The process is performed for a set of trees and
the final probability accumulates for each hypothesis
that a key point belongs to a set of known points of a
recognizable object. The highest probability will
show the connection of the image of the original
object with the reference images.

The technique belongs to the class of
algorithms for selecting a neighborhood around a
key point for its fixation on an image of an object. It
is based on the idea of the Bayes classifier (if the
density of distribution of each of the classes is
known, then the desired algorithm can be
represented in an explicit analytical form. Moreover,
this algorithm is optimal, that is, it has the minimum
probability of errors).

Let (x,y) be the coordinates of some point p; in

the image of the object with #: € P} where P — is
the set of key points. Let / (x;);) be the color value
of a pixel at an arbitrary point p;(x;y;), with

0 <x;<W;and 0 <y;<H,, 3)
where W; and H,, respectively, the width and height
of the image in pixels.

To reduce the size of the image, it is initially
reduced to monochrome based on the grayscale. In
order to determine and fix a neighborhood of key
points, it is necessary to carry out processing along
the directions of brightness gradients around it. Just
a random selection of differences in brightness
gradients for an arbitrary environment of a point that
gives a stable result.

The magnitude of the gradient is calculated by
the formula:

Gt ) = U+, )= 1=y +(T o+ D15 y-D) (4)

Before choosing a difference, it is necessary to
determine the set of vectors D,, each of which
represents the values of the differences for each
point.

Let T(D,,) be a set of tests to determine the
difference of the gradient on the set of points P. Test
returns a bit value of 0 or 1 when the condition at
the first p; and second p, points of the neighborhood
in each direction is met. The result of the execution
of many tests will be a bitonal mask of the direction
of the gradients around the key point. The mask is a
binary decision tree, in which each element of the
set D,, returns considered as a tree node. The
transition condition “right” or “left” is determined
by what value the test 7(D,,) returns when the
condition at the first and second point p;(x;y;) of the
neighborhood is met.
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Each top of the tree is a counter. The transition
through the decision tree occurs with an increase in
the counter by 1 according to random differences of
gradients D,,. As a result, after determining the set
of images of the neighborhood of the same key point
for different images of the same object on the set of
tree vertices we obtain the probability distribution of
the original image to its representation.

The search is performed for all trees in the
forest corresponding to a set of reference images of
the original object, and the final probability
accumulates over each recognition. The maximum
probability for a set of trees shows the connection of
the image of the contour of the original object and
the set of its images obtained at the training stage
under various shooting conditions. Thus, each
decision tree is built to compare the original object
with a specific reference image from the database
and is a decision forest for multiple images. n
general, the result of building a forest is a set of F' —
trees, with an array of P vertices of

dimension 2* “** | where are stored the probabilities

of the distribution of solutions for a particular tree i,
to reduce the dimension and obtain independent
results in recognition, so that a random subset of F;
can be selected, trees, which will include a subset of
randomly selected differences D,.

At the learning stage for each hypothetical point
p* find the index of the vertex for each vector
D,, € F;can be found. Then P, represents a subset of
key points for which the final probability is
calculated from the tree vertices for each new point
from the learning collection. As a result, we obtain
the probability that the selected point p* corresponds
to some point, where P, is the probability that
p*=p’. The threshold number of correspondence
probabilities close to 100% for the set of singular
points of the image of the original object p;*=p/
confirms the hypothesis that this image of the object
corresponds to a certain reference image that is in
the database and, therefore, this image can also be
considered an image of a specific object. Thus, after
each correct recognition and if the total probability
of matching all key points of the original object to a
particular image is less than 100% the recognized,
object is considered to be the reference image
obtained under the new shooting conditions and can
be added to the database, which is learning the
recognition systems. With the next recognition, a
new decision tree is built.

However, with this approach, there is always
the possibility that the set of key points of the image
of the original object will always show that they
correspond to the set of key points of the images of
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this object from the training set. Therefore, it is
necessary to perform appropriate filtering for a given
priori threshold value of the probability of
conformity. Since at the initial stage of learning
there is no large number of images of key points for
a set of images of an object. It is possible to
synthesize a set of synthetic images of a particular
object using various affine transformations (scaling,
transfer, rotation) and a random set of noise for
image distortion.

Conclusion: RF algorithm demonstrates quite
acceptable quality of work even on objects with a
small amount of key points (about 200). At the same
time, on images with a very large number of key
points, the recognition quality is rather high and the
time is acceptable, which allows using the RF
algorithm for systems operating in real time and on
mobile devices. The algorithm is insensitive to
scaling, well handles continuous and discrete
features. The problem is a large amount of RAM
spent during the operation of the algorithm, which in
turn is critical for the implementation of the
algorithm on mobile devices.

MSER algorithm (Maximally Stable Extremal
Regions). MSER is based on the idea of choosing
regions that remain practically the same over a wide
range of thresholds [17]. All pixels below the
specified threshold are “black”, and all pixels above
or equal are “white”. For the original image, if to
generate a sequence of threshold resultant images of
I, where each image t corresponds to an increasing
threshold ¢, it is possible to see a white image, then
black spots appear, corresponding to the minima of
the local intensity, which then increase. These
“black” spots eventually emerge until the whole
image turns black. The set of all connected
components in a sequence is the set of all external
regions (key points). In this sense, the MSER
concept is associated with one of the components of
the image tree. The component tree does provide an
easy way to implement MSER.

Extreme areas in this context have two
important properties that indicate that the set is
limited:

— continuous  transformation of  image
coordinates. This means that the algorithm is affine-
invariant, and it does not matter whether the image
is distorted;

— monotone transformation of the image
intensity. The approach is sensitive to natural light
effects, such as changing daylight or moving
shadows.

Since regions (key points) are determined by
the intensity function in the region and at the outer
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border, this leads to many key characteristics of the
areas that make them useful. With a large range of
thresholds, local binarization is stable in certain
regions and has the properties listed below [12].

— invariance to affine transformation of image
intensity;

— stability: only those regions are selected
whose support is almost the same in the range of
thresholds;

— detection at different scales without any
smoothing, both thin and large structure is detected.
However, it is worth noting that MSER detection in
the pyramid of scale improves the repeatability and
the number of matches in varying scales;

— the set of all external regions can be listed in
the worst case with the speed O(n), where n is the
number of pixels in the image.

Conclusion: MSER offers the greatest variety,
detects a large number of areas regardless of noise,
scale and distortion force, it detects many small
regions (key points) while as a rule the recognized of
the large areas with a large number of errors. MSER
is the most sensitive to image blur. However, multi-
resolution detection allows improved blur detection.

Thus, to create a database of specialized AO
markers modern algorithms were considered. They
are designed to build descriptors for key points that
are used for image recognition in the field of
augmented reality applications. For descriptors
constructing such properties of the algorithms as
resistance to such interferences as changes in scale
(approximation / removal), angle of capture
(rotation), blurring (noise) and different illumination
when acquiring the original image of an AO are
important. Taking into account the analysis of the
algorithms for extracting key points and the practical
experience of the authors in the SDK Vuforia and
Unity3D [24; 25; 26], a table of integral expert
assessments of their resistance to interference is built
when using them to build additional modules of the
mobile application digital guide (Tabl. 1). Figure 6
shows an example of the allocation of key points for
AO “Odessa Theatre of Opera and Ballet” using the
SDK Vuforia and Unity3D.

Using a stack of ordered processing algorithms
to build key points in the creation of a database of
special marker images of AO

In addition to the estimates of the robustness of
recognition algorithms to interference in obtaining
the original image of an AO when creating a local
version of a mobile application, digital guide should
also consider characteristics, such as using a small
amount of RAM and sufficient processing speed
provided that the video camera even on modern
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smartphones does not have a high resolution which
may lead to additional “blur” of the image (Tabl. 1).

However, the most important characteristic is the
stable recognition of AO when comparing the
obtained descriptors of the original images with the
reference stored in a pre-built database of
specialized markers. To ensure stable recognition of
AO according to the developed methodology (see
Fig. 1) based on machine learning for processing
architectural objects with the aim of obtaining
descriptors of key points, it was proposed to create
an additional module using an ordered stack (see
Table 1) of the next algorithms, from the first to the
last one: 1. SIFT; 2. MSER; 3. SURF; 4. RIFF; 5.
RF. At the same time, the launch sequence and the
number of algorithms can be changed by the user.
An additional module is used to support two modes
of mobile application operation, creating a database

of specialized AO markers and recognizing the AO
image entered by a user in order to demonstrate the
corresponding AR. If the recognition mode is
running, then each next stack algorithm is launched
in case of the previous completion failure. The
processing process can be interrupted at the request
of the user or using timer settings. And the local
database of specialized markers for each image

except for one AR-block, which is associated with
this image, simultaneously contains five types of
key-point descriptors.

Conclusion and prospects
investigation

Thus, the investigation proposed a method of
recognizing architectural objects when creating
mobile applications of augmented reality-type digital
guide based on building a database of specialized
markers. The technique consists of the following
steps: processing images of architectural objects
with the aim of identifying control points, obtaining
descriptions of selected control points as descriptors,
creating AR-metadata that correspond to
architectural objects, organizing joint storage in the
local database of descriptors and their corresponding
metadata, visualizing the architectural object and AR
metadata. For the implementation of the stages of
processing images of architectural objects and
obtaining descriptors of reference points, algorithms
for the selection of reference points on images, such
as SIFT, MSER, SURF, RIFF, RF, are analyzed
(Table 1).

It is shown, that:

for further

Table 1. Expert estimates of the sustainability to interference, resource intensity and
performance in AO recognizing

Algorithm name The value of the expert estimates of the Points Total
sustainability (1-5 points) )3
Scale Angle of | Illumination | Noisy Resource Speed
rotation intensity performance
SIFT 5 4 5 5 3 4 26
SIFT-PCA 5 4 5 3 5 3 26
GLOH 5 4 5 3 5 4 26
SURF 4 5 2 4 4 5 24
RIFF(Annuli) 3 4 4 3 5 4 23
RF 5 4 3 2 1 4 19
MSER 4 4 5 4 4 4 25

Fig. 6. Example of the allocation of key points for AO “Odessa Theatre of Opera and Ballet” using
the SDK Vuforia and Unity3D:
a — original image; b — image with printed key points
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1) SIFT is resistant to approximation or
removal when you hover a camera at an AO,
changes in light or camera resolution but still copes
with changes in the shooting angle, but at the same
time it is the most resource-intensive Surf is ahead
of other algorithms in speed and resistance to
turning, but much more sensitive to changes in light.

2) MSER has almost all SIFT scores 1 point
lower but it requires fewer resources when
processing.

3) SUREF is ahead of other algorithms in speed
and resistance to rotation, but much more sensitive
to changes in light.

4) RF with significant sustainability to
approximation or removal when the camera is aimed
at the AO is the most resource-intensive algorithm

Considering the above characteristics, a
comprehensive  sequential use of the listed

algorithms for processing architectural objects with
the aim of obtaining key points descriptors has been
proposed for developing a digital tourist guide

(Fig. 7).

a

Fig. 7. Examples of approbation of a mobile digital guide implemented using the proposed methodology:
a — original image; b — output image with AR block
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During the practical use of such mobile
applications, it was experimentally established that
the sufficient threshold is Re = 75 % (see Fig. 1) in
the similarity is between key descriptors of the
points of the original image and descriptors from the
database of specialized markers.
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METOJIUKA PO3III3HABAHHSI APXITEKTYPHUX OB’€KTIB B
TEXHOJIOI'TAX JOITIOBHEHOI PEAJIBHOCTI HA OCHOBI IIOBYJA0OBH
BA3HU CIIEINTAJII3OBAHUX MAPKEPIB

Anomauis. B pobomi 3anpononosana mMemoouxa po3nizHAHHS ApXiMeKmypHux 00’ €Kmie npu cmeopeHHi MOOIIbHUX 000AMmKi8
00NOBHEHOT peanbHOCMI HA OCHO8E nobY0osu 6asu cneyianizosanux mapkepis. Ha ocnosi ananizy memooie mexnonozii 0onoeuenol
PeanbHOCmI Ol PO3NIZHABAHMS apXimeKmypHux 06 ’ekmie 6y 00paHuil Memoo, 3aCHOBAHUI HA CNEeYianbHUX Mapkepax. Budineno
PAO aneopummie po3nisHAeaHHs obpasie, wo nioxo0amv 018 0aHo20 3a80auHsA. Lle aneopummu, 3acHO8aHI HA 6UOOPI KIHOUOBUX
mouok 300padcenv i ix Oeckpunmopis. OCHOBHON Memow pobOmU € CMEOPEHHs MemoOuKu, fAKa 3abesneyye cmabilbHe
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PO3NI3HABAHHS APXIMEKMYPHUX 00 €KMI8 6 MOOITbHUX 000AMKAX 0I5l CMBOPEHHS YUPPOB8020o 2ida OONOBHEHOI peanlbHOCMI HA OCHOBI
cneyianizosanux mapkepis. Haykoeorw o0cH06010 00CnioxceHHs € cucmeMHull nioXio Npu aHanisi pO3eHAHYMUX aleOpUMMIe
PO3NIZHABAHHS MAPKEPIB, GUKOPUCTOBYIOMbCS MAUWUNHE HABUAHHA 01 PO3POOKU Oa3u OaHUX 300padicetb MapKepie i pO3Ni3HABAHHS
AT. Memoouka cknadaemvcsi 3 HACMYRHUX emania: 06podKa 306padcenb apXimeKmypHux 06 €Kmie 3 Memoio GUOLLeHHs ONOPHUX
MOYOK, OMPUMAHHS ONUCY BUOLICHUX ONOPHUX MOHOK V GuUeiAll Oeckpunmopie, cmeopenns AR-memaodanux, sKi @ionosioarome
apximexkmypHum 00 €Kmam, 0peaizayis CnilbHo20 30epicanHHs 6 JOKANbHIU 0a3i 0ecKpunmopié i 6iOnoGiOHUx iM Memaodanux,
gizyanizayis apximexmyproeo o6'exkma i AR-memaoanux. /[na peanizayii emanie 06pobku 300padxcenv apximexmyphux 06 ’€kmié i
OMPUMAHHS OeCKPUNMOPI6 ONOPHUX MOYOK, NPOAHANIZ308AH] Al20pUMMU GUOLIEHHS ONOPHUX MOYOK HA 300padicenHax, maxi ax SIFT,
MSER, SURF, RIFF, RF. Ilokazano, wo 0aHi aneopummu € iH8APIaHMHUMU 00 MACUMAaby8aHHs, 00epMAanHs, a MAKO’C CMIUKUMU
00 3MiH oceimaeHocmi, wymy i Kyma nepe2iady. 3anponoHo8aHO KOMNIEKCHe iX UKOPUCMAHHA O1A 0OpPOOKU apXimeKmypHUX
00°€Kmie 3 Memow OmpuUMaHHa 0eCKpunmopie onopuux moyox. /[na 3abesneuenns cmabinbHo2o posniznasanus AT 6i0nogioHo 0o
PO3po6NeHOi MemoOuKy, 3aCHOBAHOI HA MAWUHHOMY HABYAHHI ONsi 0OPOOKU apXimeKmypHux o00'ckmié 3 Memor OmpuUMAHHs
0eCKpUnmopie Kuoyogux moyok, 0yio 3anponoH08aHo Cmeopumu 000AMKOSUl MOOYIb 3 UKOPUCIAHHAM YNOPIOKOBAHO20 CMEKd
anzcopummis, 6 IKOMY ROCHOOBHICMb 3aNYCKY [ KITbKICMb AI2OPUMMIE MONCYMb OYmu 3MIHEHI.
Knrouogi cnosa: oonosnena peanvricms; AR-mexnonocii; mapkepHi memoou po3nizHaeaHHs
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METOAUKA PACITOBHABAHUA APXUTEKTYPHBIX OBBEKTOB B
TEXHOJIOTUAX JOMOJHEHHOM PEAJIBHOCTH HA OCHOBE ITIOCTPOEHMUS
BA3bI CIIEHUAJIM3UPOBAHHBIX MAPKEPOB

Annomauun. B pabome npeonodicena Mmemoouxa pacno3HAHUSL APXUMEKMYPHLIX 00BEKMO8 Npu CO30aHUU MOOUTLHBIX NPULOICCHUL
OONOJIHEHHOU PeaibHOCMU HA OCHOBe NOCMPOeHUs 6a3bl CNeYUaIU3UPOBAHHbIX Mapkepos. Ha ocnoee ananusza memooos mexnonio2uu OONOIHeHHOU
peanvHocmu 015l pACNO3HABAHUS APXUMEKMYPHLIX 00BbEKMog Obll 6blOpan Memood, OCHOBAHHbIL HA CHeYualbHvlx Mapkepax. Buvideren pso
AneOpUMMO8 PACNO3HABAHUSL 00PA308, NOOXOOSUWUX 051 OAHHOU 3a0ayu. DMo anreopummbl, OCHOBAHHbIE HA BbIOOPE KIIOUEBbIX MOYEK U00PAIICEHUT
u ux deckpunmopos. OCHOBHOU yenblo pabomvl A61Aemcs CO30aHue MemoouKy, obecneyusaroujell CmaduibHoe pacno3HABAHUE APXUMEKINYPHbIX
00bEKMO8 8 MOOUNLHBIX NPUNOANCEHUAX ONA CO30AHUA YUPPOBO2O 2u0a OONOTHEHHOU DPEArbHOCMU HA OCHO8E CHEeYUdIU3UPOBAHHBIX MAPKeEpPOs.
Hayunoit  ocnoeotl  uccie0osanus AGIAEmMcs CUCHEMHbIT N00X00 NpU  aAHAIU3E PACCMOMPEHHBIX AN20PUMMOS DACNO3HABAHUS MAPKepOs,
UCNONBL3VIOMCS MAWUHHOe 00yueHue 0N paspabomku 6azvl OAHHBIX U300padxceHuti mapkepos u pacnosnasanusi AO. Memoduka cocmoum u3
CedyIowux dmanos.; 0opabomxa u300PANCEHUll apXUMeKMypHbIX 00BEKMO0E8 C Yeablo GblOeNeHUs ONOPHBIX MOYeK, NOAYYEHUEe ONUCAHUS 8bIOCTEHHBIX
ONOpHBIX MOYeK 6 6ude O0ecKpUnmopos, cosoanue AR-memaldannvix, Komopvie COOMBEMCMEYIOM aPXUMEKMYPHbIM 00beKmam, opeanu3ayls
COBMECMHO20 XPAHEHUs 8 TOKANbHOU 6a3e 0eCKpUNMopoOs U COOMEemCmaYIoWux UM MemaoaHHbIX, 6U3YaIU3ayus apxumekmypHozo oovekma u AR-
Memaodannvix. [na peanuzayuu dmanog o6pabomxu uz00padiceHull  apxumexkmypHuix 00beKmos u NOJyYeHUs: OeCKPUnmopo8 ONOPHBIX MOYEK,
NPOAHATUIUPOBAHBL ANCOPUNMbL BbLOEIEHUsL ONOPHBIX ModeK Ha uzoopaxcenusx, maxue kak SIFT, MSER, SURF, RIFF, RF. Ilokasaro, umo oauHbie
An2OpUMMBbL ABNAIOMCA UHBAPUAHMHBIMU K MACUIMAOUPOBAHUIO, BDAWEHUIO, 4 MAKJICE YCIMOUYUGLIMU K USMEHEHUAM OCBEUJeHHOCHIU, WyMd U Yena
npocmompa. IIpednodceHo KOMNIEKCHOe UX UCNOIb308aHUe Ol 00PAOOMKY APXUMEKNYPHBIX 00BEKMOB C YElblO NOLYYEHUs. OeCKPUNIOPOE ONOPHBIX
mouex. /{na obecneuenuss cmabunbrozo pacnosuasanus AO 6 coomeemcmeuu ¢ paspabomaHHo MemoouKoll, OCHOBAHHOU HA MAUWUHHOM 00yYeHUU
051 0OpaAbOMKU aAPXUMEKNYPHBIX 00BEKMOG C Yeabl0 NOJYYeHUs OeCKPUNMOPOS KIIOUEBbIX MOYEK, ObLIO0 NPEONO0JCEHO CO30amb OONOTHUMENbHbI
MOOYIIb € UCNONB30BAHUEM YHOPIOOYEHHO20 CMEKA AN20PUMMO8, 8 KOMOPOM NOCIe008ameNbHOCHb 3anYCKAd U KOIUYECHBO AleOPUmMMO8 MO2ym
6bimb UIMEHEHbL.
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